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MOTIVATION LOSS FUNCTION
e Attention based models have been shown to achieve promising results on several challenging tasks, e [oss function: Cross-Entropy loss coupled with the doubly stochastic penalty introduced in [9]: (First)

including caption generation [9], machine translation [1], game-playing and tracking [4]. The original video frames
e Attention based models can potentially infer the action happening in videos by focusing only on the e ) iy a , ,

relevant places in each video frame. L=- Z Z Y,i 108 Ye.i + A Z (1 - Z le.)” Z Z Vi
e Soft-attention models are deterministic and can be trained using backpropagation. e = = C (Sécond)

. . e e Failure case of model

e We propose a soft-attention based model for action recognition in videos. where v, - one hot label vector Prodiction: fenmis swinein
e We use multi-layered Recurrent Neural Networks (RNNs) with Long Short-Term Memory (LSTM). J; - vector of class probabilities at time-step t ' s'Ms
e Our model tends to recognize important elements in video frames based on the activities it detects. T' - total number of time-steps

(Third)

Random initialization

C' - number of output classes
A - attention penalty coefficient

THE ATTENTION MECHANISM AND THE MODEL

Prediction: tennis swinging

UCF-11, HMDB-51 AND HOLLYWOOD2: QUALITATIVE ANALYSIS (Fourth)

Attention after optimization
Prediction: soccer juggling

Success cases: Figure (a)-(i)

UCF-11, HMDB-51 AND HOLLYWOOD2: QUANTITATIVE ANALYSIS
Table 1: Performance on UCF-11 (acc %), HMDB-51 (acc %) and Hollywood2 (mAP %)

() cycli DriveC Model UCF-11 || HMDB-51 || Hollywood2
ey o) Drivear Softmax Regression (full CNN feature cube) || 82.37 33.46 34.62
Avg pooled LSTM (@ 30 fps) 82.56 40.52 43.19
Max pooled LSTM (@ 30 tps) 81.60 37.58 43.22
Soft attention model (@ 30 fps) 84.96 41.31 4391
Table 2: Comparison of performance on HMDB-51 and Hollywood?2 with state-of-the-art models
Model HMDB-51 (acc %) || Hollywood2 mAP %
(a) The soft-attention mechanism (b) Our recurrent model N (e dlf'a_(*)l‘_ - . (acc %) y ( )
b sl Rl sl R Spatial stream ConvNet [5] 40.5 -
e We extract the last GooglLeNet [8] convolutional layer for the video frames. [y | e Soft atter}tion model (Our model) 41.3 43.9
e The last convolutional layer is a feature cube of shape K x K x D (7 x 7 x 1024 here). ,, Composite L5TM Model 6] 44.0 -
e Feature slices: the K? D-dimensional vectors within a feature cube. D,L'SFA , 7] _ 4.1
VideoDarwin [2] 63.7 73.7
Xt = Xt 1, .., Xt g2, Xii € RP. Objects+Traditional+Stacked Fisher Vectors [3] 71.3 66.4

(h) trampoline jumping e We have divided Table 2 into three sections:

e First section: models using only RGB data
e Second section: models using both RGB and optical tlow data
e Third section: models using RGB, optical flow and object responses on some ImageNet categories

e Each of these K vertical feature slices maps to different overlapping regions in the input space and our
model chooses to focus its attention on these K regions.

e The location softmax 1, over K* locations is:

Failure cases: Figure (j)-(1)
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where W; - the weights mapping to the i’ element of the location softmax
L, - a random variable which can take 1-of-K* values
h;_; - the hidden state at time-step ¢ — 1

iel...K?

e Using hybrid soft and hard attention models in the future can potentially reduce computation cost and
allow scaling to larger datasets like Sports-1M.

(j) “kick_ball” misclassified as “somersault” (k) “soccer juggling” misclassified as “diving” (1) “flic_flac” misclassified as “hit”
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